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ABSTRACT 
Capacity Expansion Models (CEMs) are widely used 

in the academic literature to understand the needs and 
dynamics of highly renewable energy systems. Due to 
computational constraints, it is common to aggregate 
time-series data such as hourly power output from Vari-
able Renewable Energy Sources (VRES) using clustering 
algorithms. However, there is evidence that the presence 
of wind data leads to increased clustering errors and bi-
ased investment decisions. With the above motivation, 
we combine two approaches from the literature and 
compare them against the state-of-the-art approach. For 
a small number of clusters, the proposed approach re-
covers 95% of the original variance and correlation. This 
leads to more robust investment decisions. However, we 
stress the increased computational burden involved. 
 
Keywords: time-series aggregation, wind energy, power 
system modeling, optimization, clustering  

NOMENCLATURE 

Abbreviations  
CEM 
ED 
ENS 
EU 
DTW 
OCGT 
VRES 

Capacity Expansion Model 
Euclidean Distance 
Energy Not Served 
European Union 
Dynamic Time Warping 
Open-Cycle Gas Turbine 
Variable Renewable Energy 

Symbols  
𝐶𝑜𝑟𝑟𝐸 
𝑖 
𝒦 
𝑘 
ℳ 
𝕄𝑘,𝑟,𝑡 

�̃�𝑘,𝑟,𝑡 
 

Correlation Error 
Index of Hours 
Total Number of Clusters 
Index of Clusters 
Dissimilarity Matrix 
Mean Vector for 𝑘, 𝑡, 𝑟 
Duration Curve for 𝕄𝑘,𝑟,𝑡 

 
 

𝑁(ℛ) 
𝑁(𝑘) 
𝜇𝑡,𝑟 

�̂�𝑡,𝑟,𝑖 

𝑟 
ℛ 
𝜎𝑡,𝑟 

𝑡 
𝒯 
𝜋 
𝑉𝑎𝑟𝐶𝑡 
𝑣𝑎𝑟𝑡,𝑟

∗  

𝑣𝑎𝑟𝑡,𝑟 
𝑤 
𝑤𝑘 
�̃�𝑘,𝑟,𝑡 

�̃�𝑘,𝑟,𝑡 

Number of Regions 
Number of Days belonging to 𝑘 
Mean for 𝑡, 𝑟 
Normalized Value for 𝑃𝑡,𝑟,𝑖 
Index of Regions 
Set of all Regions 
Standard Deviation for 𝑡, 𝑟 
Index of Time-Series Types 
Set of all Time-Series Types 
Set of all Paths 
Covered Variance for 𝑡  
Approximated Variance for 𝑡, 𝑟 
Original Variance for 𝑡, 𝑟 
Warping Window 
Weight of 𝑘 
Duration Curve for 𝑘, 𝑡, 𝑟 
Average Duration Curve for 𝑘, 𝑡, 𝑟 
 

1. INTRODUCTION 
The transition from fossil fuels to renewable energy 

sources has become an important part of the EU's long-
term strategy to reach net zero emissions by 2050 [1]. In 
particular, electricity generation from onshore and off-
shore wind farms is expected to become more dominant 
in 2050’s energy mix [2]. However, the expansion of wind 
energy requires substantial upfront capital investments 
in generation, storage, and transmission. To identify 
cost-efficient investment decisions, models based on 
mathematical optimization (e.g. CEMs) are widely used 
in the literature. However, the temporal simplifications 
required to make them computationally feasible [3] of-
ten lead to an inadequate representation of the uncer-
tain and variable nature of VRES.  

In particular, the aggregation of time-series data (e.g. 
VRES capacity factors, electricity demand) is common 
practice in the international energy research community, 
as the size of the input data directly influences the size of 
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the related optimization problem, and thus the compu-
tational cost [4]. Different methods to aggregate time-
series data have been reported in the literature, each of 
which has its own set of advantages and disadvantages. 
Among these, clustering has become a well-established 
method for grouping and identifying similar periods (e.g. 
hours, days, weeks). In the context of CEMs, the Euclid-
ean distance (ED) is often used to measure the similarity 
or dissimilarity between different periods. It refers to the 
hour-to-hour distance between two time-series in the 
Euclidean space. However, a premise for grouping similar 
periods is that the data must have hourly, daily, or sea-
sonal patterns. Unlike PV generation or electricity de-
mand, electricity generation from wind energy lacks 
clear patterns and has complex correlations over space 
and time (see Fig. 2) [5]. This issue has been recently 
raised in [6], where the authors show that wind data 
leads to clustering errors and thus to biased investment 
decisions. To surmount these issues, we propose two 
methodological improvements to the state-of-the-art 
approach.  

First, we employ Dynamic Time Warping (DTW) to 
measure the dissimilarity or similarity between different 
periods. As opposed to a rigid hour-to-hour comparison 
with Euclidean matching, DTW performs an optimal 
matching that accounts for temporal shifts [7] and adds 
thus more flexibility with respect to random fluctuations 
of wind energy. The concept of DTW was first proposed 
by Sakoe and Chiba [8] to identify speech patterns and 
has been widely applied in various other fields. However, 
it is only sparely used for the aggregation of time-series 
data in CEMs, likely due to higher computational de-
mands and the requirement for accurate parametriza-
tion. For example, the authors in [9] proposed two hier-
archical clustering methodologies using DTW to aggre-
gate load, solar, and wind time-series into a set of repre-
sentative days. Both yielded better investment decisions 
compared to the k-means clustering algorithm with the 

 
1 https://github.com/danareu/ts_clustering 

ED. In [10], the authors employed a centroid-based par-
titional clustering algorithm [11] that uses DTW as its dis-
tance measure. However, a case study with representa-
tive days of electricity price data revealed that it did not 
perform as well as the k-shape method [12]. 

Secondly, we use a novel method for selecting the 
representative period as proposed in [13]. The prevailing 
approach within the energy research community is to 
use the medoid, the data point closest to the cluster’s 
centroid [14]. Instead of relying on data from the original 
time-series, we calculate an artificial data point that bet-
ter describes the distribution of the original time-series. 

In view of the above, our main contribution lies in 
implementing and combining two methodologies for the 
aggregation of time-series data. In particular, the ques-
tion is how to capture the statistical features of wind 
generation in CEMs using representative days. To tackle 
this question, the paper is organized as follows: Chapter 
2 describes the generalized comparison framework for 
the aggregation of time-series data in CEMs. We test this 
approach in a case study, which is described in Chapter 
3. In Section 4, data- and model-based indices are calcu-
lated and discussed. Finally, a conclusion is drawn. 

2. METHODOLOGY 
The proposed framework to identify a set of repre-

sentative periods that captures the statistical features 
most relevant to the optimization problem is inspired by 
[10] and [14]. Our five-step approach is implemented in 
Julia 1.9.21 and can be applied to a discrete number of 𝑛-
dimensional time-series vectors. In our case, we have 
ℛ × 𝒯 time-series vectors, each with 8,760 hourly val-
ues, where 𝑟 denotes a specific region within all regions 
ℛ, and 𝑡 represents a specific type of time-series data 
within all types 𝒯 (e.g. solar PV, wind, electricity de-
mand). In the following, the process for the aggregation 
of representative days is illustrated (see Fig. 1) and fur-
ther described.  

     Normalization           DTW Matrix               Clustering          Representative Period     Weighting 

Fig. 1 Proposed Methodology 
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Step 1: Normalization  

Normalization is a crucial step to identify patterns in 
time-series with different units (e.g. VRES capacity fac-
tors and electricity demand). Here, we apply z-normali-
zation, which is typically used in the context of DTW [9], 
[10], to obtain a mean of zero and a standard deviation 
of one: 

 

�̂�𝑡,𝑟,𝑖 =
1

𝜎𝑡,𝑟
(𝑃𝑡,𝑟,𝑖 − 𝜇𝑡,𝑟) (1) 

 

where �̂�𝑡,𝑟,𝑖 is the normalized value in hour 𝑖, 𝑃𝑡,𝑟,𝑖 is 

the original value, 𝜎𝑡,𝑟 the standard deviation and 𝜇𝑡,𝑟 
the mean [6].  

Step 2: DTW Similarity  

Afterward, we transform the data in such a way that 
each day becomes a column vector that contains 24 
hourly normalized values for each feature combination 𝑟 
and 𝑡. After each feature combination, we insert a 24-
element zero vector. This limits the flexibility of the 
warping function to only allow time shifts within a day 
and between the same features, assuming a user-de-
fined offset (warping window) 𝑤 ≤ 24. 

Given two daily vectors 𝑑1 and 𝑑2, each of size 𝑛 × 1, 
the warping function defines a path through the 𝑛 × 𝑛 
matrix 𝐷1,2. The latter represents the hour-to-hour dis-
tances between 𝑑1 and 𝑑2 using any arbitrary distance 
metric. The optimal path has the least cumulative dis-
tances across 𝐷1,2. Here, we use the Squared Euclidean 
distance such that the dissimilarity between 𝑑1 and 𝑑2 
can be described as: 

 

𝐷𝑇𝑊(𝑑1, 𝑑2) = min ∑ (𝑑1,𝑖 − 𝑑2,𝑗)2

(𝑖,𝑗)∈𝜋

 (2) 

 

where 𝜋 is the set of all paths between all time-series 
elements. However, DTW as implemented in (2) suffers 
from a combinatory problem which has a 𝑂(𝑁2) time 
and space complexity [15]. We thus use the Julia package 
“DynamicAxisWarping.jl”2 which provides a well-opti-
mized implementation of the dynamic programming 
problem. It further supports limiting the warping window 
and with it the requirement for computational resources. 
We retrieve the optimal cumulative distances for all pos-
sible vector combinations and store the result in the 
365 × 365 dissimilarity matrix ℳ. Notice that the 

 
2 https://github.com/baggepinnen/DynamicAxisWarping.jl 
3 https://github.com/JuliaStats/Clustering.jl 

warping path for w = 0 coincides with the diagonal and 
thus yields the same result as Euclidean matching. 

Step 3: Hierarchical Clustering 

We apply agglomerative hierarchical clustering, the 
most common type of hierarchical clustering, to partition 
our distance matrix ℳ [16]. Hierarchical clustering algo-
rithms are deterministic and thus yield reproducible clus-
ters [17], which is a desirable aspect for our comparison 
framework. We further employ Wards’ linkage criterion 
[18] to determine the merging of clusters, which is often 
used in the context of time-series aggregation for CEMs 
[4], [10], [11]. Accordingly, clusters are step-wise merged 
into subgroups such that the increase in the sum of 
squared errors is minimized at each step [18]. Here, we 
built a dendrogram of nested clusters3, from which we 
retrieve the desired number of clusters 𝒦 and their clus-
ter members. 

Step 4: Representative Period 

After grouping the data, we employ a novel approach 
from [13] to better capture the statistical features of the 
original time-series. It consists of five steps: 

1. Determine the duration curve �̃�𝑘,𝑟,𝑡 using the 

values of all cluster elements of cluster 𝑘 and 
feature combination 𝑡 and 𝑟.  

2. Average �̃�𝑘,𝑟,𝑡 accordingly to yield a 24-dimen-

sional vector �̃�𝑘,𝑟,𝑡. 

3. Calculate the mean 𝕄𝑘,𝑟,𝑡 for each cluster 𝑘 and 

feature combination 𝑡 and 𝑟.  

4. Determine the duration curve �̃�𝑘,𝑟,𝑡 for 𝕄𝑘,𝑟,𝑡 

and store its index order. 

5. Assign the index order from �̃�𝑘,𝑟,𝑡 to the sorted 

values of �̃�𝑘,𝑟,𝑡 and sort its indexes in ascending 
order. 

It is important to note that this method involves sort-
ing, which adds on average a 𝑂(𝑁 𝑙𝑜𝑔(𝑁)) complexity 
component. 

Step 5: Weighting  

In CEMs, each representative day is weighted accord-
ing to the relative size of their respective cluster [14]. The 
specific weight 𝑤𝑘 for cluster 𝑘 is the factor between the 
number of cluster elements of cluster 𝑘 and the total 
number of clusters 𝒦. 
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𝑤𝑘 =
𝑁(𝑘)

𝒦
 (3) 

3. CASE STUDY 
To measure the accuracy and computational cost of 

our proposed methodology, we evaluate both data- and 
model-based indices. Due to their central role in the fu-
ture supply of offshore wind energy, we optimize invest-
ments in eight neighboring countries bordering the 
North Sea. First, we aggregate the data according to our 
proposed methodology. Next, we use the reduced data 
set as model input and analyze the solution quality.  

3.1 Data 

For our case study, we collect 8,760-dimensional 
time-series vectors from ℛ × 𝒯 feature combinations, 
where 𝒯 includes PV, offshore wind, onshore wind, and 
electricity demand, and ℛ includes Austria (AT), Belgium 
(BE), Switzerland (CH), Czech Republic (CZ), Germany 
(DE), Denmark (DK), Estonia (EE), Spain (ES), Finland (FI), 
France (FR), Ireland (IE), Lithuania (LT), Luxembourg (LU), 
Latvia (LV), Netherlands (NL), Norway (NO), Poland (PL), 
Sweden (SE), and United Kingdom (UK). 

Furthermore, hourly power output for wind and so-
lar PV farms are extracted from renewables.ninja [5], 
[19], [20] based on the weather year 2018. Renewa-
bles.ninja is a widely recognized open-access platform 
that uses NASA’s MERRA-2 reanalysis data to simulate 
hourly power output from wind and solar PV farms. The 
profiles are based on the present wind and solar fleet 
and grouped to a country level. 

We obtained electricity demand data using “entsoe-
py”4, a Python client for the ENTSO-E API. We resampled 
the time-series data to reduce the granularity from 15-
minute intervals to hourly intervals.  

To better understand the data, we computed the 
Pearson correlation matrix (see Fig. 2). For illustration 
purposes, we only considered eight regions. Accordingly, 
solar production is highly spatially correlated, as the ef-
fects of the Earth's rotation and orbit on diurnal and sea-
sonal patterns outweigh local weather variations [21]. 
Wind energy, on the other hand, exhibits less pro-
nounced but more complex spatial correlations. Interest-
ingly, both wind and solar generation are slightly corre-
lated with electricity demand, but not correlated with 
each other.  

 
 

 
4 https://github.com/EnergieID/entsoe-py 

3.2 Capacity Expansion Model 

The open-source energy system model GENeSYS-
MOD is a branched version of OSeMOSYS, originally de-
veloped in 2011 by [22]. It is a linear model that opti-
mizes dispatch and investment decisions in generation, 
storage, and transmission from 2018 to 2050 in 10-year 
intervals. The model has perfect foresight of future 
events and minimizes costs from a social planner’s per-
spective with respect to increasing CO2 prices. For more 
details, the interested reader is referred to [23].  

GENeSYS-MOD models power, residential heating, 
industry, and transportation. However, we only consider 
the power sector, to limit the number of feature combi-
nations, and thus the complexity of the problem. We also 
use its Julia implementation and solve the problem using 
the parallel barrier algorithm from CPLEX v1.0.3 to yield 
deterministic results. Both the dataset and the model are 
publicly available on GitHub5. 

3.3 Computational Complexity  

If we were to run each year of operation in full hourly 
resolution, our model would require 229 million varia-
bles and 253 million constraints (including variable 
bounds and integrality constraints). However, it is not 
only the size of the model but also the hardware that de-
termines the time it takes to build and solve the model 
[13]. We run our model on the following node of a high-
performance cluster: 

 

5 https://github.com/GENeSYS-MOD 

Fig. 2 Heatmap showing the correlations across all time-series 
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Tab. 1 Computational Resources 

CPU Model Intel Xeon Gold 6242 

Number of Cores per Node 28 
Threads per Core 4 
Shared Memory [GB] 192 
CPU Max Frequency [GHz] 3.9 

 
4. RESULTS 
In the following two sections, we evaluate data- and 

model-based indices for our proposed methodology and 
the state-of-the-art approach. For the latter, we use the 
same methodology as outlined in Section 2, except that 
we apply Euclidean matching (𝑤 = 0) and select the me-
doid as cluster representative. 

4.1 Data-based Indices 

First, we are interested in how well our representa-
tive periods describe the distribution of the original time-
series. More specifically, we look at the spread of the dis-
tribution and use the variance as a metric for compari-
son. We take the representative periods and their 
weights to approximate a 8,760 × 1 vector for each 𝑡 
and 𝑟 combination. This approach allows us to evaluate 
both the cluster representative and its weight. The mean 
variance 𝑣𝑎𝑟𝑡,𝑟

∗  across all 𝑟 ∈ 𝑅 is then divided through 

the original mean variance 𝑣𝑎𝑟𝑡,𝑟. Thus, in this analysis, 
we ignore spatial differences. We yield the covered vari-
ability 𝑉𝑎𝑟𝐶𝑡 for each 𝑡 ∈ 𝑇 as described in [14]. A value 
of one indicates a perfect representation of the original 
variance or variability. 

 

𝑉𝑎𝑟𝐶𝑡 =  
1

𝑁(ℛ)
∑

𝑣𝑎𝑟𝑡,𝑟
∗

𝑣𝑎𝑟𝑡,𝑟
𝑟∈ℛ

 (4) 

Fig. 3 shows this value for different numbers of clus-
ters. In particular, the first row displays our proposed 
methodology using the Euclidean distance (ED). The 
shaded region around the ED includes all possible values 
for 𝑤 ∈ [1,5,10,15,23]. The second row shows the cov-
ered variability for the state-of-the-art (ED + medoid). 
Note the different scales between both approaches.  

For all wind, PV, and load time-series, our proposed 
methodology underestimates the original variance, al-
beit only to a relatively small degree. Due to the scaling 

to the duration curve, only a small number of clusters is 
required to describe 99% of the original variability. The 
results imply that the use of DTW leads to a faster con-
vergence with the original value for wind and load. Inter-
estingly, this is not the case for load or PV, where typical 
diurnal patterns are best captured with an hourly com-
parison using ED.  

Compared to our proposed methodology, the state-
of-the art approach requires a higher number of clusters 
to reduce the error between the approximated and the 
original variance. More specifically, around 20 clusters 
are needed to limit this deviation to below 5%. For a 
smaller number of clusters, the approximated variance 
lies either 40% below or above the original value. Inter-
estingly, the variance of wind is underestimated, 
whereas it is overestimated for PV and load. 

Next, we calculate the Pearson correlation coeffi-
cient according to (5) as correlations and anticorrelations 
are important to determine the optimal mix of substitute 
and complementary energy sources [21]. 

 

 

𝐶𝑜𝑟𝑟𝐸 =  
1

𝑁(𝒯 × ℛ)²
𝑐𝑜𝑟𝑟∗ − 𝑐𝑜𝑟𝑟 (5) 

Fig. 3 Covered variance for Wind Offshore, Wind Onshore, Load and PV, respectively. All values are calculated as mean across all  𝑟 ∈ ℛ. 
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We proceed exactly as before and approximate a 
8,760 × 1 vector for each 𝑡 and 𝑟 combination. With 
𝒯 = 4 and ℛ = 19, we compute a 76 × 76 correlation 
matrix for a specific number of clusters. Finally, we sub-
tract the original correlation matrix from this matrix and 
calculate the mean value. 

 

According to Fig. 4, all methods yield similar results 
for a small number of clusters. For 𝑘 > 10, there is a dif-
ference between the state-of-the-art and ED. We ob-
serve that the new representative selection method con-
verges faster and thus yields smaller errors. Also, the 
shaded regions indicate that the warping window can be 
beneficial in some cases. 

We deduce that our proposed approach recovers the 
distribution and correlation of the original time-series to 
a greater degree and thus provides better results as op-
posed to the state-of-the-art. This applies to wind, solar 
PV, and load time-series, respectively.  

 
 

 

4.2 Model-based Indices 

Data-based metrics tell us how well each method de-
scribes the input data. Yet, in energy system modeling, it 
comes down to how accurately we can approximate the 
solution when we run the model at full hourly resolution. 
For this purpose, we set up both the model with different 
warping windows and number of clusters and use the ob-
jective function value as an indicator of the solution qual-
ity. In our case, it corresponds to the total discounted 
system costs.  

However, we have no reference for the objective 
function value, as running the model at full hourly reso-
lution would exceed our available computational re-
sources. Therefore, we temporarily store the optimiza-
tion result for transmission, storage, and production ca-
pacities for 2050. Then, we fix those investments in 2050 
and run the model for 2050 with full hourly resolution. 
We further add slack variables to determine the amount 
of Energy Not Served (ENS). We use the level of ENS as 
an indicator of the robustness of investment decisions to 
meet demand in 2050. We argue that a solution with low 
ENS is close to the solution with full hourly resolution. 

In Fig. 5, the results are structured column-wise for 
each model configuration (investment and dispatch 
mode/dispatch mode). We analyze the model results for 
𝑘 ≤ 20. The graph in the first column shows the objec-
tive function value (left y-axis) and the total installed ca-
pacity of wind energy in 2050 (right y-axis). Except for the 
capacities, the shaded region around the ED includes all 
possible values for 𝑤 ∈ [1,5,10,15,23]. Here, we calcu-
lated the mean value. 

First, we look at the objective function value: It in-
creases as more representative days are considered, 
which indicates that all methods analyzed in this paper 
are underestimating the system cost. Interestingly, the 

Fig. 4 Correlation Error 
 

Fig. 5 Optimization Results with different configurations. The first column shows the objective function value and 
installed wind Capacity. The second column shows the amount of ENS in 2050. 
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state-of-the-art approach has lower costs compared to 
ED and DTW. This deviation is on average 0.5%. We can 
also see that a warping window 𝑤 > 0 can sometimes 
lead to higher or lower costs compared to the ED. When 
looking at the wind capacity investments, we observe 
that the variability of wind investments is greater for the 
state-of-the-art approach. This can be attributed to the 
high variability among different clusters, especially for 
𝑘 ≤ 20. 

Similarly, as the number of clusters increases, the 
amount of ENS decreases. In general, we see that the 
state-of-the-art approach is above our proposed method 
and in most cases also above DTW. We deduce that our 
proposed approach leads to more robust investment de-
cisions for a small number of clusters. However, we want 
to stress the increased computational burden involved. 

5. CONCLUSION 
In this paper, we proposed a methodology to capture 

the variable nature of wind energy in CEMs. In particular, 
we applied two approaches from the academic literature 
and used both data- and model-based indices to com-
pare it against the state-of-the-art. 

The results show that the proposed approach better 
recovers the variance and correlation of the original 
data. Furthermore, we show that our methodology out-
performs the state-of-the-art and thus provides more ro-
bust investment decisions. In addition, we stress the ad-
ditional 𝑂(𝑁 𝑙𝑜𝑔(𝑁)) and 𝑂(𝑁2) complexity compo-
nents.  

Due to the scope of this paper, some research 
streams have been left open and remain unexplored. For 
example, future work should include more data-based 
indices. In addition, it would be insightful to investigate 
a range of potential investment options and to consider 
the feasibility of incorporating an approximation of long-
term storage. Also, it was not investigated which para-
metrization is beneficial for the warping window. Lastly, 
we want to refer to FastDWT [15], an approximation of 
the DTW problem which has linear time and space com-
plexity. 
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