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ABSTRACT 

As urbanization progresses, global building energy 

consumption is on the rise, emphasizing the need for a 

dependable energy consumption prediction model. This 

study presents a multi-stage machine learning approach 

comprising a clustering decomposition model (GMM), a 

prediction model (XGBoost), and an optimization model 

(PSO). Prior to clustering, the RF model evaluates the 

significance of various features influencing building energy 

consumption. GMM partitions the data into distinct 

clusters, while the PSO model fine-tunes the initial 

parameters of XGBoost. Validation is conducted using a 

dataset comprising 458,836 hourly records spanning three 

years from 20 office buildings in Shanghai, China. The 

average hourly energy consumption for all buildings is 79.2 

kWh, but there is significant variation, with a standard 

deviation of 126.3 kWh. The prediction results indicate 

that the proposed model consistently achieves an R² 

exceeding 0.85 across diverse test sets, demonstrating 

robust accuracy and generalization capabilities. These 

findings offer valuable insights for future building design 

and energy management strategies. 
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Abbreviations  

HVAC Heating Ventilation Air Conditioning 

GMM Gaussian Mixture Model 

XGBoost eXtreme Gradient Boosting 
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PSO Particle Swarm Optimization 

GAN Generative Adversarial Network 

LightGBM Light Gradient Boosting Machine 

MLP Multilayer Perceptron 

RF Random Forest 

MAE Mean Absolute Error 

RMSE Root Mean Square Error 

MAPE Mean Absolute Percentage Error 

R2 Coefficient of Determination 

Temp. Temperature 

DP Temp. Dew Point Temperature 

SC Silhouette Coefficient 

GBDT Gradient Boosting Decision Tree 

VRV Varied Refrigerant Volume 

1.  INTRODUCTION 

Amid global urbanization, buildings are playing an 

increasingly important role[1]. According to the China 

Building Energy Efficiency Annual Development Research 

Report[2], energy consumption in China's construction 

industry grew from nearly 400 million tce in 2004 to 1.35 

billion tce in 2020, a growth rate exceeding 200%. Office 

buildings are a key component, with the average annual 

electricity consumption per unit area in Shanghai office 

buildings reaching 100.2 kWh/m² in 2021, and total carbon 

emissions exceeding 4 million tons. The Chinese 

government has set energy-saving targets[3], aiming to 

retrofit over 350 million square meters of existing buildings 

for energy efficiency by 2025. The area of newly 

constructed ultra-low energy buildings is expected to 

increase by more than 20 million square meters compared 

to 2023[4]. Therefore, accurately assessing and predicting 
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the energy consumption of buildings, especially office 

buildings, is crucial for achieving energy-saving and low-

carbon goals[5]. 

In recent years, energy consumption prediction 

models have become an essential component of Building 

Energy Management Systems[6]. Predicting energy 

consumption provides building managers with timely and 

intuitive insights into building energy use and simplifies the 

calculation of total electricity consumption and related 

billing costs, enabling them to implement effective energy-

saving measures[7]. Currently, energy consumption 

prediction models are categorized into three types: the 

first type uses engineering methods based on physical and 

thermodynamic laws. For example, Tian et al.[8] proposed 

a hybrid physical model combining Generative Adversarial 

Network (GAN) and EnergyPlus to predict the 24-hour 

power demand of buildings, achieving an error rate of 5%. 

However, despite significantly improving computation 

speed compared to traditional EnergyPlus, the time for a 

single computation still exceeds two hours. The second 

type is statistical methods. Zeng et al.[9] used Gaussian 

Process Regression to predict the energy consumption of 

office buildings, achieving balanced prediction accuracy 

but with a relatively high error rate of about 15%. The third 

type is machine learning methods, including typical 

methods like XGBoost[10], Light Gradient Boosting Machine 

(LightGBM)[11], and Multilayer Perceptron (MLP)[12]. 

Compared to the first two methods, machine learning 

methods offer higher prediction accuracy and faster 

computation speeds when predicting long-term building 

energy consumption across large datasets, which has led 

to their widespread use in recent years[6]. Additionally, 

clustering models, as a type of unsupervised learning in 

machine learning, have been proven to enhance the 

accuracy of prediction models and are widely used in large-

scale dataset predictions[13]. 

To investigate the energy consumption of office 

buildings, this study will concentrate on hourly predictions 

of long-term energy usage in such buildings. It will employ 

a combination of models including the feature selection 

model Random Forest (RF), clustering model GMM, 

prediction model XGBoost, and optimization model PSO to 

build a comprehensive machine learning framework. 

Subsequently, a training dataset containing over 400,000 

energy consumption data points will be utilized for 

validation, examining the hourly energy consumption 

variations of three buildings with three distinct HVAC 

systems over a three-year period. The objectives of this 

study are as follows: 

i). To clarify the influence of factors such as weather 

elements, time elements, building area, and HVAC mode 

on building energy consumption and identify the most 

significant influencing factors. 

ii). To use Gaussian Mixture Clustering Model to classify 

energy consumption data with different features. 

iii). To establish a GMM-PSO-XGBoost model, validate it in 

a real dataset, calculate accuracy and computation time, 

and compare it with base models and similar models. 

2.  METHODOLOGY 

2.1  Random forest 

RF is an ensemble learning algorithm that improves 

model performance and stability by constructing multiple 

decision trees and integrating their results, and is often 

used for feature selection[14]. During training, Random 

Forest builds multiple decision trees, each from different 

subsets of the training data and random subsets of 

features, to enhance model generalization and prevent 

overfitting. It measures feature importance by calculating 

the information gain or Gini impurity reduction brought by 

each feature during node splitting in each decision tree. 

The cumulative impurity difference before and after 

splitting is added to the feature's importance score. The 

scores from all decision trees are accumulated, averaged, 

and used to rank the features for selection.  

2.2  GMM 

The GMM is a probabilistic model used to represent a 

mixture distribution composed of multiple Gaussian 

distributions[15]. GMM assumes that data is generated by a 

linear combination of multiple Gaussian distributions, 

where each Gaussian distribution represents a cluster in 

the data. The probability of each data point belonging to a 

particular cluster is determined by the Gaussian 

distribution of that cluster. The goal of GMM is to estimate 

the parameters of these Gaussian distributions by 

maximizing the likelihood function of the data. A d-

dimensional Gaussian distribution is described by a mean 
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vector μ and a covariance matrix Σ, with its probability 

density function given by： 

𝒩(𝑥 ∣ 𝜇, Σ) =
1

(2𝜋)𝑑/2|Σ|1/2
exp (−

1

2
(𝑥 − 𝜇)𝑇Σ−1(𝑥 − 𝜇))   

(1) 

Where: μ represents the mean vector of the k-th Gaussian 

distribution, serving as the center of the cluster. Σ denotes 

the covariance matrix of the k-th Gaussian distribution, 

determining the shape and orientation of the cluster.  

2.3  XGBoost 

XGBoost is an ensemble learning method that adopts 

the gradient boosting tree model. It constructs the 

ensemble model by combining multiple decision trees[10]. 

Each tree is trained based on the residuals of the previous 

tree to gradually reduce the model's error. The model's 

structure resembles that of traditional decision trees, 

including nodes, splitting rules, and leaf nodes. Each leaf 

node has a prediction value representing the predicted 

output for the corresponding sample, which is determined 

by minimizing the loss function and regularization term. 

During the prediction phase, for regression problems, the 

predicted result is the weighted sum of the leaf node 

values of all trees. In each iteration, XGBoost attempts to 

minimize the objective function L(θ), defined as: 

𝐿(𝜃) = ∑  𝑛
𝑖=1 𝑙(𝑦𝑖 , �̂�𝑖) + ∑  𝐾

𝑘=1 Ω(𝑓𝑘)    (2) 

Where 𝑙  is the loss function, measuring the difference 

between the predicted value ŷ𝑖   and the true value 𝑦𝑖  . 

𝛺(𝑓𝑘)  is the regularization term used to control the 

model's complexity and prevent overfitting. 

2.4  PSO 

PSO is a metaheuristics optimization algorithm based 

on the foraging behavior of birds[16]. PSO can be broken 

down into three main components: position update, 

velocity update, and fitness evaluation. In the algorithm, 

each particle (solution) in the search space has a position 

and velocity. The position represents the current solution, 

while the velocity indicates the direction and step size of 

the solution's search. Fitness evaluation involves 

computing the objective function value based on the 

solution's position to guide the search process. 

2.5 Framework 

 

Fig. 1 The experimental framework of this study. ①is data preprocessing, ② is feature selection, ③ is clustering, ④ is 

parameter optimization, ⑤ is prediction, and ⑥ is model evaluation 
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2.5.1 Data Preprocessing 

The framework of this work is shown in Fig. 1. The 

data preprocessing stage involves data cleaning, which 

entails removing data points with missing values. In the 

data partitioning section, we number 20 buildings from 0 

to 19. Buildings 0 (23077), 2 (20660), and 9 (23506) are 

designated as the test set, representing centralized all-air 

systems, fan coil units with fresh air systems, and split air 

conditioners or Varied Refrigerant Volume (VRV) local unit 

systems, respectively. The remaining data (391593) is used 

as the training set. 

2.5.2 Model Evaluation 

To reasonably evaluate the overall performance of the 

model, this study constructs four metrics: Mean Absolute 

Error (MAE), Mean Squared Error (MSE), Mean Absolute 

Percentage Error (MAPE), and Coefficient of determination 

(R²). MAE better reflects the actual situation of the 

observed error, while MSE measures the deviation 

between observed values and true values[17]. The research 

purposes of these two metrics differ, and their formulas 

are defined as follows:: 

𝑅𝑀𝑆𝐸 =√
1

𝑛
∑ (𝑦𝑖 − ŷ𝑖)

2𝑛
𝑖=1   (3) 

𝑀𝐴𝐸 = 
1

𝑛
∑ |𝑦𝑖 − ŷ𝑖|
𝑛
𝑖=1       (4) 

𝑀𝐴𝑃𝐸 =∑ |
𝑦𝑖−ŷ𝑖

𝑦𝑖
|𝑛

𝑖=1 ⋅
100

𝑛
         (5) 

𝑅2 =
(∑ (𝑦𝑡𝑖−�̄�𝑡)

𝑛
𝑖=1 ⋅(𝑦𝑝𝑖−�̄�𝑝))

2

∑ (𝑦𝑡𝑖−�̄�𝑡)
2𝑛

𝑖=1 ⋅∑ (𝑦𝑝𝑖−�̄�𝑝)
2𝑛

𝑖=1

  (6) 

Where 𝑦𝑖represents the actual value, ŷ𝑖  represents the 

predicted value, and n is the number of observations. yti 

represents the true value, ypi represents the predicted 

value, yp and yt are the mean values of the predictions and 

true observations respectively, and n is the number of 

observations.  

3.  RESULTS AND DISCUSSION 

3.1  Data description 
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Fig. 2 Hourly energy consumption distribution of 20 office buildings in Shanghai, China from 2015/1/1 to 2017/12/31. The 

colored curves represent the current building's energy consumption, while the gray curves indicate the combinition of the 

20 buildings. 

 

The data used in this study comes from 20 office 

buildings in Shanghai, China. The data spans from January 

1, 2015, to December 31, 2017, with hourly precision. After 

data preprocessing, there are a total of 458,836 records. 

The hourly energy consumption trends As shown in the Fig. 

2, the energy consumption of most buildings exhibits clear 

periodic patterns. For example, Building 0, Building 5, and 

Building 17 have low energy consumption levels in spring 

and autumn, while consumption spikes sharply in summer 

and winter.Additionally, Building 0 and Building 5 have the 

largest fluctuations in energy consumption, with peak 

values exceeding 900 kWh. Buildings 4, 13, and 14 have 

smaller fluctuations. Table 1 displays the building area, 

number of floors, and HVAC type for all buildings.  

 

Table 1 Total area and HVAC types of the 20 office buildings 

Building 

ID 

Area (m2) HVACType 

0 77563.54 Centralized all-air system   

1 34275.6 Centralized all-air system   

2 38232.3 Fan coil units & fresh air system 

3 47830 Fan coil units & fresh air system 

4 50091 Others 

5 31809 Centralized all-air system   

6 34335 Fan coil units & fresh air system 

7 35000 Fan coil units & fresh air system 

8 27000 Fan coil units & fresh air system 

9 21627 Split air conditioning or VRV local 

unit system 

10 49838 Fan coil units & fresh air system 

11 87251.53 Fan coil units & fresh air system 

12 42266 Fan coil units & fresh air system 

13 43000 Fan coil units & fresh air system 

14 38000 Fan coil units & fresh air system 

15 52800 Fan coil units & fresh air system 

16 30000 Fan coil units & fresh air system 

17 50000 Fan coil units & fresh air system 

18 50928 Fan coil units & fresh air system 

19 35000 Centralized all-air system   

3.2  Statistical analysis 
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Fig. 3 (a) Box plot distribution of building energy consumption, total area, and meteorological factors for the 20 office 

buildings, with the median indicated by the line inside the box; (b)Importance of each feature with building energy 

consumption, with lighter colors indicating a stronger importance. 

 
We conducted a statistical analysis on seven factors: 

energy consumption, temperature, dew point 
temperature, humidity, air pressure, wind speed, and 
building area. The results are shown in Table 1. The average 
values of these seven factors are 79.2 kWh, 17.7°C, 12.2°C, 
72.5%, 1016.3 kPa, 13.2 m/s, and 43,696.5 m², respectively. 
As shown in Fig 3 (a) and Table 2, the energy consumption 
data has a wide range of distribution, resulting in a large 
standard deviation. In contrast, air pressure has a small 
standard deviation, reflecting its more concentrated 
distribution in the figure. 

 
Table 2 Statistical analysis of building energy consumption, 
total area, and meteorological factors for the 20 office 
buildings. 

Factors mean std 50% 

Energy consumption 
(kWh) 

79.2  126.3  25.4  

Temprature (℃) 17.7  8.5  18.5  

DP Temp (℃) 12.2  9.2  13.0  

Humidity (%) 72.5  17.5  75.5  

Pressure (kPa) 1016.3  9.4  1016.0  

Wind Speed (m/s) 13.2  6.4  12.6  

Area (m2) 43696.
5  

15357
.2  

42266.
0  

3.3  Feature selection 

The Gini coefficient of the RF model was used to 
evaluate the importance between different features and 
building energy consumption. A larger value indicates a 
stronger importance with energy consumption. As shown 
in Fig. 3 (b), temperature and the hour of the day are the 
most importance with building energy consumption, with 
values of 0.145 and 0.159, respectively. Therefore, these 
two features were selected for the next stage of clustering. 

3.4  Clustering 

 

 
Fig. 4 (a) Silhouette coefficient for different k values; (b) 
results of GMM for energy consumption and temprature; 
(c) results of GMM for energy consumption and Hour. 
 

After feature selection, the original dataset was 
transformed into an N × 3 sample space. A three-
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dimensional GMM was used to divide it into several similar 
clusters. The silhouette coefficient (SC) was used to select 
the optimal value of k[13]. Fig. 4 (a) shows the different SC 
values for different k values, ranging from 2 to 10. The SC 
value is highest when k = 3 and then gradually decreases, 
so the final k value is 3. Consequently, the data was divided 
into three clusters. As shown in Fig. 4 (b) and 4 (c), the first 
cluster has lower energy consumption values, and the third 
cluster's data is concentrated around hour 0 with 
moderate energy consumption values. 

3.5  Prediction 

In this study, four base models—XGBoost, LightGBM, 
Gradient Boosting Decision Tree (GBDT), and MLP—along 
with three combination models—GMM-XGBoost, GMM-
LightGBM, and GMM-PSO-LightGBM—were used as 
comparison models to verify the accuracy of the proposed 
GMM-PSO-XGBoost model. The experimental results of 
the prediction models were analyzed using MAPE, MAE, 
RMSE, and R². The energy consumption prediction results 
for Building 0, Building 2, and Building 9 are shown in Table 
3. The computations were implemented in a Python 3.7 
environment on a computer with an Intel i5-9400 CPU and 
8 GB of RAM. 

As shown in Table 3, the proposed GMM-PSO-

XGBoost model outperformed the other models in terms 
of error and accuracy when predicting the energy 
consumption of the three buildings with different HVAC 
systems. This indicates that the proposed model has better 
predictive performance and generalization ability. 
Additionally, models optimized with PSO showed a 
significant improvement in accuracy compared to the base 
models, suggesting that the optimal parameters selected 
by the PSO algorithm help enhance the predictive accuracy 
of XGBoost and LightGBM models. GMM-XGBoost's 
predictive accuracy was better than that of XGBoost alone, 
indicating that adding GMM can improve model accuracy. 
After clustering, the data within each group had higher 
similarity, which can improve the predictive accuracy of the 
original model. 

Taking Building 0 as an example, as shown in Fig. 5, the 
proposed model had the highest R² value of 0.87 among all 
models, followed by GMM-PSO-LightGBM and GMM-
XGBoost, both with an R² of 0.82. MLP had the lowest R² 
value at 0.19. Among all models, LightGBM had the 
shortest runtime at 128.26 seconds, with XGBoost close 
behind at 130.21 seconds. MLP had the longest runtime, 
taking over 600 seconds per run. This suggests that 
XGBoost and LightGBM are more suitable for running on 
large datasets compared to MLP.

 

Table 3 Predict results of different models for building 0, building 2 and building 9  

Buildin

gID 

Model MAE (kWh) RMSE (kWh) MAPE (%) R2 Time (s) 

0 XGBoost 65.14  97.03  0.41  0.77  128.26 

 LingtGBM 73.70  108.90  0.46  0.70  114.3 

 GBDT 105.72  151.29  0.67  0.43  286.22 

 MLP 132.26  180.56  0.86  0.19  673.89 

 GMM-XGBoost 57.54  85.63  0.36  0.82  149.9 

 GMM-LightGBM 65.82  96.80  0.42  0.77  137.24 

 Proposed model 51.27  76.02  0.32  0.86  209.03 

 GMM-PSO-LightGBM 57.74  84.97  0.36  0.82  167.19 

2 XGBoost 5.43  9.94  0.68  0.72  121.19 

 LingtGBM 6.10  11.25  0.79  0.64  109.42 

 GBDT 8.07  14.76  1.00  0.38  269.92 

 MLP 9.84  17.32  1.25  0.14  601.86 

 GMM-XGBoost 4.42  8.07  0.57  0.81  149.14 

 GMM-LightGBM 5.44  10.29  0.70  0.70  127.9 

 Proposed model 3.40  5.96  0.45  0.90  200.34 

 GMM-PSO-LightGBM 4.81  9.13  0.61  0.76  164.41 
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9 XGBoost 15.24  22.67  0.42  0.89  140.23 

 LingtGBM 18.63  27.52  0.51  0.84  123.73 

 GBDT 28.35  40.16  0.77  0.66  278.76 

 MLP 42.34  57.68  1.26  0.30  671.69 

 GMM-XGBoost 11.94  17.70  0.34  0.93  167.11 

 GMM-LightGBM 15.70  23.39  0.42  0.89  133.74 

 Proposed model 8.93  13.11  0.27  0.96  201.46 

 GMM-PSO-LightGBM 13.10  19.65  0.35  0.92  165.87 

 

Fig. 5 (a) Prediction results for Building 0 by the proposed model and comparison models; (b) Prediction results distribution 

from January to March 2015; (c) Prediction results distribution from June to September 2016; (d) Prediction results 

distribution from September to December 2017.

 

4.  CONCLUSION 

This study proposes a long-term energy consumption 

prediction model suitable for large-scale data, GMM-PSO-

XGBoost. We used hourly energy consumption data from 

17 office buildings over three years, totaling 391593 

records, as the training set to predict the hourly energy 

consumption over three years for three buildings with 

different HVAC systems. The proposed model performed 

well, with R² values exceeding 0.85 on all three test sets. 

The main conclusions of this study are as follows: 

 i) The Gini coefficient method of the Random Forest 

showed that temperature and the hour of the day are the 

two features most strongly importance with building 

energy consumption, with Gini coefficient values of 0.145 

and 0.159, respectively. 

ii) Using a three-dimensional Gaussian Mixture Model 

(GMM), all data were divided into three clusters. 

Predictions made using the clustered data had higher 

accuracy than those made using unclustered data. 

iii) Compared with four base models (XGBoost, LightGBM, 

GBDT, MLP) and three hybrid models (GMM-XGBoost, 

GMM-LightGBM, GMM-PSO-LightGBM), the proposed 

model achieved the highest accuracy while keeping the 

runtime under four minutes. 
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