
 

An Integrated Method of Data-Driven and Water-Drive Mechanism for Oil 

Production Forecast in High Water Cut Reservoir 

Qingshuang Jin1, Yongchao Xue1*, Xiangyu Ren1, Aile Zheng1, Xiaobiao Wang1 

1 State Key Laboratory of Petroleum Resources and Prospecting, China University of Petroleum, Beijing 102249, China  

(Corresponding Author: Yongchao Xue, Tel: 861089733218, E-mail: xyc75@cup.edu.cn) 
 

 

ABSTRACT 
The Q oilfield is a medium-to-high permeability 

heavy oil reservoir, currently in the high water cut 
development stage, with continuously declining 
production. Accurate production forecasting can provide 
guidance for adjusting production strategies in the 
oilfield. In recent years, the rise of machine learning 
models has offered a better alternative for predicting 
well production. This paper is based on data-driven daily 
production dynamic forecasting of oil wells, integrating 
data-driven models with water drive characteristic 
curves to enhance the accuracy of dynamic production 
forecasting for oil wells. 

Firstly, using exclusion discriminant analysis, time, 
water cut, and daily oil production were selected as 
machine learning feature data, and the optimal water 
drive characteristic curve was determined. Secondly, the 
optimization of long short-term memory neural network 
structure is carried out, and the optimal results are used 
to carry out the recursive multi-step prediction of long 
short-term memory neural network. Furthermore, the 
optimal data-driven model was further integrated with 
the optimal water drive characteristic curve to establish 
an oil well daily oil production forecasting model that 
combines water drive characteristic curves and LSTM 
models. Finally, using data from two wells in the Q 
oilfield, the predictive performance of the pure data-
driven model, the integrated model, and the numerical 
simulation model was compared and evaluated. The 
results showed that the integrated model had the best 
predictive performance and the lowest error. 

This paper establishes a dynamic production 
forecasting model for oil wells that deeply integrates 
water drive characteristics with data-driven models, 
improving traditional daily production forecasting 
methods and achieving superior predictive results. 
 

                                                           
# This is a paper for the 16th International Conference on Applied Energy (ICAE2024), Sep. 1-5, 2024, Niigata, Japan. 
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NONMENCLATURE 

Abbreviations  
LSTM Long Short Term Memory Network 
DTW Dynamic Time Warping 
Symbols  

DTWd  Cumulative distance of DTW 

d(ai) The distance from a selected ai to b 

a,b 
Time series data is needed to 
measure distances 

m Time series length 
𝑋𝑡 The input at 𝑡 

ℎ𝑡−1  
The output of the LSTM unit at the 
previous time 

𝐶𝑡−1  
The memory of the LSTM unit at the 
previous time 

𝜎  The sigmoid activation function 
bf  The bias term 
Wf The input weight 
ft The expression for forget gate 
Ct The cell state at time t 
Ot The value of the output gate 
Wp The cumulative water production 
Np  The cumulative oil production 
Lp The cumulative liquid production 
A, B, A2, B2, 
A3, B3, A4, B4  

The constant term 

1. INTRODUCTION 
Oil production forecasting is a multidisciplinary field 

that combines geology, engineering, and data analysis to 
estimate future oil output. Accurate oil production 
forecasting is crucial for the stable extraction and 
sustainable development of oilfields. It helps oilfield 
companies formulate effective development plans and 
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make informed decisions in resource management, 
investment, and energy planning. 

Currently, traditional methods for production 
forecasting include decline curve analysis, material 
balance equations, empirical formulas, and reservoir 
numerical simulations. The decline curve analysis 
methods for oil and gas wells can be broadly categorized 
into two types: empirical methods and type curve 
methods. Arps [1]first introduced the Arps decline curve 
analysis method, which is still widely used today. 
Blasingame and others [2-3] introduced normalized rate, 
rate integral, and rate integral derivative functions, 
establishing the Blasingame decline curve analysis 
method. Subsequently, Agarwal, Agarwal-Gardner, 
Mattar, and others[4-5] improved these methods. Among 
the conventional methods for dynamic analysis of oil and 
gas wells, the Blasingame decline curve analysis is the 
most widely applied. Although decline curve analysis is 
simple and convenient to use, and data is easily 
obtainable, this method is only applicable during the 
production decline phase of a reservoir. Additionally, the 
method's simplicity can lead to lower accuracy in 
predictions, and it is sensitive to noise, making it easily 
affected by anomalous field data. The fundamental 
principle of the material balance equation is to consider 
the surface volume of all fluids in the reservoir as 
constant, meaning that at any point during development, 
the volume of produced fluids plus the remaining fluid 
volume in the reservoir equals the original fluid volume 
(all at surface conditions)[6-7]. As a zero-dimensional 
model for fluid flow in oil and gas reservoirs, the material 
balance equation is simple and easy to understand. It is 
widely used in dynamic geological reserve calculations, 
drive mechanism identification, energy evaluation, 
production capacity analysis, and dynamic forecasting[8-

11], becoming one of the essential formulas for reservoir 
engineers. However, the material balance equation has 
many limitations, such as the assumption that oil, gas, 
and water phases reach equilibrium instantaneously. 
Important parameters (such as high-pressure fluid 
properties, gas cap index, oil-water and gas-oil 
interfaces) are difficult to obtain accurately[12-16], and the 
equation's strong nonlinearity makes it challenging to 
solve. Empirical formulas can quickly predict well 
production using historical data, but specific empirical 
formulas only provide good predictive results for a 
particular oilfield and cannot be applied to other types of 
oilfields, thus limiting their applicability. While reservoir 
numerical simulation methods can be applied to most 
oilfields, they involve significant computation and long 

history matching periods, often leading to extended 
project timelines. 

In recent years, with the development of big data 
and artificial intelligence technologies, data-driven 
methods have provided better alternative solutions for 
dynamic oil well production prediction. In 2000, 
Tamhane D. et al. [17] proposed using soft computing 
techniques (including neural computing, fuzzy logic, and 
evolutionary computing) to improve reservoir 
description, addressing the inefficiency and inaccuracy of 
traditional methods. In 2004, Nguyen H.H. et al. [18] used 
single and multiple neural network models to predict 
future oil well production and experimentally validated 
that multiple neural network models outperformed 
single neural network models in long-term prediction 
accuracy. In 2018, Bhattacharya S. et al. [19] employed 
Bayesian network theory and random forest algorithms 
to predict lithofacies and fractures, achieving high-
precision predictions for lithofacies and fractures in 
unconventional shale and conventional sandstone and 
carbonate reservoirs using common well log data. In 
2019, Noshi Christine Ikram et al. [20] utilized gradient 
boosting trees (GBT), adaptive boosting (Adaboost), and 
support vector regression (SVR) algorithms to forecast 
future oil well production, addressing the complexity of 
production prediction and achieving higher accuracy 
than traditional analytical models. Niu W.T. et al. [21] 
proposed a machine learning model based on early data 
(including production and flowback rate data) to tackle 
the challenge of accurately predicting the ultimate 
recovery (EUR) of shale gas wells, achieving a high-
precision prediction with a mean absolute percentage 
error of 13.41%, with support vector machines (SVM) 
being considered the most reliable model. In 2024, 
Mahlon Kida Marvin et al. [22] introduced a method using 
Echo State Networks (ESN) for reservoir waterflooding 
prediction and net present value (NPV) optimization, 
resolving the computational burden of traditional model 
development, achieving a prediction accuracy of up to 
90.79% under low geological uncertainty, and realizing 
higher NPV in the optimized scenario compared to the 
base scenario. In the same year, Chen M.J. et al. [23] 
proposed a data-driven neural network method based 
on decline curves for predicting tight gas well 
production, addressing the low prediction accuracy of 
traditional methods in practical applications, and 
achieving high-precision prediction with a mean absolute 
percentage error of 14.11% and a root mean square 
error of 1.491. 

However, these data-driven methods lack 
constraints from fundamental mechanisms and 
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principles, leading to predictions that do not align with 
the basic characteristics of reservoirs and often suffer 
from poor interpretability. This study combines data-
driven methods with waterflood characteristic curves to 
predict oil well production, enhancing the model's 
interpretability and achieving better prediction results. 

2. METHODOLOGY  

2.1  Dynamic Time Warping (DTW ) 

Dynamic time warping (DTW) allows sequences to be 
warped in the time dimension, enabling optimal 
similarity matching of time series with unequal lengths 
through similar waveforms[24]. DTW aligns two time 
series, thus avoiding the issue of temporal misalignment. 

Given two time series, with lengths m and 𝑛(where m≥
n), the DTW distance between the two sequences can be 
represented as follows: 

1

min ( )
m

DTW i
a

i

d d a
=

=              (1) 

In order to obtain the dynamic time-bending 
distance, a grid matrix is constructed to find an optimal 
regular path and finally minimize the cumulative 
distance. 

2.2 Long Short-Term Memory (LSTM) 

Traditional neural networks cannot achieve 
continuous memory; they can only handle the 
relationship between a few features and a label and 
cannot deal with problems related to previously input 
historical data. Recurrent neural networks (RNNs) 
essentially solve this issue. However, RNNs tend to suffer 
from gradient vanishing or gradient exploding problems 
in long-time sequence predictions. Long Short-Term 
Memory (LSTM) networks introduce gating mechanisms, 
effectively controlling the flow of information and 
mitigating the gradient vanishing and exploding 
problems, thereby demonstrating better performance in 
long sequence learning. 

The core of LSTM model is memory cell, which 
cannot directly control what information needs to be 
remembered, so special network structures such as 
forget gate, input gate and output gate are needed to 

adjust the memory information. The forget gate is used 
to delete unnecessary past information, the input gate is 
used to store new useful information in the cell state, 
and the output gate determines the output information. 
Figure 2 shows the specific structure of the LSTM, where 
𝑋𝑡 represents the input at 𝑡, ℎ𝑡−1 represents the output of 
the LSTM unit at the previous time, 𝐶𝑡−1 represents the 
memory of the LSTM unit at the previous time, and the 
symbol × represents element-by-element multiplication. 
The small square with 𝜎 represents the sigmoid 
activation function, and the small square with tanh 
represents the tanh activation function [25-27]. 

 

Fig. 2 Schematic diagram of long and short term 
memory neural network 

The first step in the LSTM network is to decide what 
old information should be forgotten, a process known as 
"forget gate" and represented by ft. The output of the 
forget gate is a vector between 0 and 1 that determines 
the information that should be retained in the previous 
cell state, Ct-1. The calculation of ft is based on the input 
Xt and the hidden state ht-1 of the previous step, 
weighted summing using the bias term bf and the input 
weight Wf. Specifically, the expression for forget gate ft 
is: 

      (2) 

The second step is to determine what new 
information the current cell state should require. First, 
Xt and ht-1 are used in the input gate it to determine 
information changes. Next, Xt and ht-1 are combined via 
tanh to generate new candidate cell information to 
update the cell's information. The bias term and input 
weight of the input gate it are bi and Wi respectively, 
while the bias term and input weight of the candidate 
cell state C are bc and Wc respectively. The specific 
calculation method is as follows: 

           (3) 

       (4) 

The third step is to update the current cell sta
tus. The forgetting gate ft is multiplied by the prev

( )( )f f1,t t tf W X h b −=  +

( )( )1,t i t t ii W X h b −=  +

( )( )1tanh ,t c t t cC W X h b−=  +

 
Fig. 1  DTW distance  
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ious cell state Ct-1 to determine the forgotten infor
mation. In the second step, the current candidate 
cell state and input gate it have been determined, 
and the new candidate cell information that needs 
to be added is multiplied to determine. According 
to the above calculation, the cell status update val
ue Ct at time t can be calculated, • is the dot pro
duct, the specific calculation method is: 

             (5) 

After the cell status update, the final step in t
he LSTM network is to calculate the value of the 
output gate Ot. The output gate Ot determines the 
final output result, which is determined by the cell 
state Ct and the current hidden state ht. The calcu
lation of the output gate Ot is based on the input 
Xt and the hidden state ht-1 of the previous step, 
weighted summing using the offset term bo and th
e input weight Wo. Specifically, the calculation form
ula of output gate Ot is: 

          (6) 

             (7) 

2.3 Water drive characteristic curve  

The empirical methods for predicting the regularity 
of water cut rise and recoverable reserves in oil fields 
include four common water drive characteristic curves, 
which are type A, type B, type C and type D. These 
characteristic curves are derived from the oilfield 
practice of former Soviet Union and Chinese scholars. 

Table 1 Water drive characteristic curve 

Water drive characteristic 
curve 

formula 

Type A pplogW A BN= +  

Type B p2 2plog L A B N= +  

Type C p p3 3p/L N A B L= +  

Type D p p4 4p/L N A B W= +  

 

3. DATA PREPROCESSING AND FEATURE OPTIMIZ
ATION 
Q oilfield is located in the middle of Bohai Sea, in the 

middle of Shimoluo bulge high bulge area. Shimoluo 
protrusions are located in the northwest of Bozhong 
Depression, and the distribution direction is east-west. 
There are major reservoir boundary faults on the north 
and south sides, adjacent to Qinnan Depression and 

Bozhong Depression. The lithomolar bulge is 
complicated by faults. The Q field began production in 
August 2002. In the initial stage of operation, the 
production condition of the oilfield is not good, the 
period of anhydrous oil production is short, the recovery 
degree of the oilfield is very low, the water cut rises 
rapidly, the production declines rapidly, and the 
characteristics of rapid coning of bottom water have 
been shown after many years of directional well mining, 
and now the oilfield has entered the development period 
of high water cut. 

 

3.1 Data preprocessing  

Dynamic Time Warping (DTW ) method were used to 
calculate the correlation degree of each variable with 
daily oil production, and dynamic data of 132 Wells were 
collected. The annual average daily oil production of 132 
Wells over time was shown in Figure 3. It can be seen 
from Figure 3 that the daily oil production per well of this 
oilfield is relatively high from the first year of production 
to the second year of production, and tends to be stable 
after the fifth year of production. The initial Wells of the 
reservoir are few and the production is high. In the 
middle and late period, the output gradually remained 
stable. 

 

Fig. 3 Single well average daily oil production per 
year 

Offshore oil fields are mostly produced by electric 
pumping, and the types of dynamic data are less than 
those of onshore oil fields. The pump head and pump 
displacement in the working condition data are analyzed 
and processed in this paper. Permeability and porosity 
are static parameters. Considering the change of 
perforating conditions and other working conditions, the 
thickness of the oil reservoir used for oil production will 
change, and the weighted average of the corresponding 
porosity permeability will also change. In this process, 
the weighted properties of the exploited oil reservoir can 
be regarded as dynamic parameters. The total reservoir 

1t t t t tC i C f C − = +

( )( )o o1,t t tO W X h b −=  +

( )tanht t th O C=
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thickness and the thick-weighted average permeability, 
porosity, oil saturation and mud content of each well for 
oil production at different time periods were calculated 
according to the change of the wellbore of the oil well. 
Due to the limited sand body data of the oil well, a total 
of 30,000 pieces of data from 8 Wells were processed. 

3.2 Optimization of dynamic parameters of oil well 
production prediction 

The DTW distance between time series data is 
calculated using the dynamic time warping method, and 
the calculation results are shown in the following table. 

Table 2 DTW distance between time series data and 
daily oil production 

Features DTW distance 

Time 1160.24 

Daily liquid production 199.59 

Water cut 795.45 

Reservoir thickness 300.24 

Permeability 304.08 

Porosity 461.88 

Oil saturation 2626.50 

Mud content 1172.32 

According to the calculation results, the DTW 
distance between each feature and daily oil is as follows: 
daily fluid < reservoir thickness < permeability < porosity 
< water content < time < mud content < oil saturation. 

In the two similarity measurement methods, the 
distance between daily fluid production, reservoir 
thickness, permeability, time and daily oil production is 
relatively small, and the similarity between daily oil 
production and daily oil production is high, which can be 
used as time series prediction. However, considering the 
strong correlation between daily fluid production and 
daily oil production and water cut, daily fluid production 
is not used as the characteristic data. Because the 
reservoir thickness and permeability are weighted values 
of the development zone calculated from the well history 
and only change after each job, they are not used as 
characteristic data. 

3.3 Determining the number of characteristic variables 
of oil well dynamic production prediction 

In the process of time series prediction, the feature 
data has one more time dimension than the conventional 
prediction, which further enhances the complexity of 
data features. Data with too many feature variables are 
easy to interfere with each other and affect the 
prediction effect when establishing the model, while 

data with too few feature variables are easy to miss some 
important features, resulting in poor prediction effect. 
Therefore, it is necessary to consider the influence of the 
number of characteristic variables on the model 
prediction effect. 

The data of well C01 are sorted according to the 
importance of the preferred feature data in Chapter 2, 
and the least important data features are deleted 
successively to compare the prediction effect under 
different numbers of data features. The DTW distance in 
Section 2 of Chapter 2 from small to large is: daily fluid < 
reservoir thickness < permeability < porosity < water 
content < time < mud content < oil saturation. Among 
these eight factors, daily fluid production is a parameter 
directly related to daily oil production and water content. 
Since the model will use the daily oil production of the 
previous few days as the feature data, the daily fluid 
production with strong positive correlation is not used as 
the model training feature data. As for reservoir 
thickness, permeability, porosity, mud content and oil 
saturation, they are obtained by adjusting the thickness 
of the production zone during well operation and can 
only change after each well operation. The maximum 
number of well operations in each well in this oilfield is 
less than 10. The number of changes in these data is too 
small to reflect the dynamic characteristics of the well, 
so they are not important parameters. In addition, 
considering that time and water cut are very important 
dynamic parameters for oilfield development, they are 
removed at the end of the feature number optimization, 
in order to delete: oil saturation, shale content, porosity, 
permeability, oil layer thickness, time and water cut. The 
above dynamic characteristics plus daily oil production 
total 8 characteristics. 

The well pattern where well C01 was located began 
flooding on April 14, 2008, so data from well C01 
commissioned (May 30, 2002) through April 13, 2008 
was used as evaluation data. The data from production 
to December 31, 2006 was used as the training set, and 
the data from December 31, 2006 to April 13, 2008 was 
used as the test set. The data training of each feature 
number can get its own model, and the number of 
features can be selected by evaluating the prediction 
effect of these models on the test set. The training model 
adopts the neural network of long and short term 
memory.  

The forecast results are evaluated in the following 
table 
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Table 3 Evaluation results of feature number 

Feature 
number 

Training 
set R2 

Training 
set MSE 

Test 
set R2 

Test set 
MSE 

8 0.1021 473.99 -5.883 531.83 
7 -0.2955 683.87 -7.500 656.73 
6 0.2033 420.58 -4.056 390.69 
5 0.8872 59.52 0.795 15.87 
4 0.8909 56.29 0.850 12.03 
3 0.8947 55.57 0.855 11.2 

2 0.892 57.02 0.816 14.23 

1 0.8858 60.3 0.833 12.93 

 

 

Fig.4 The change of the coefficient of determination 
with the feature number 

It can be seen from Table 3 and Figure 4 that when 
the feature number is 3, the determination coefficient is 
the largest and mean square error and mean absolute 
error are the smallest. Therefore, time, water cut and 
daily oil production are selected as the final features. 

 

4. MODEL DESIGN AND APPLICATION 

4.1 The determination of structure of long and short 
term memory neural network  

4.1.1 Number of hidden layers 

Three variables of oil production, water cut and time 
were used for single step prediction. The input data has 
3 characteristics. Firstly, the data with input step size 10 
is used for prediction and neural network structure 
optimization. 

Using more hidden layers in a neural network can fit 
more complex nonlinear functions. For a general data 
set, one or two layers are sufficient. The number of layers 
in the network and the complexity of the fitting function 
are shown in the table below. 

 

 

 

Table 4 Relationship between the number of network 
layers and the fittable function  

Number of 
hidden layers 

What can be done 

0 
Can only represent linearly separable functions or 

decisions 

1 
Any function that "contains a continuous mapping 

from one finite space to another finite space" can be 
fitted 

2 

With the appropriate activation function, any 
decision boundary can be represented with any 

precision, and any smooth map can be fitted with 
any precision 

>2 
The extra hidden layers can learn complex 

descriptions (some kind of automatic feature 
engineering) 

4.1.2 Optimization of the number of LSTM neurons in a 
single hidden layer 

Taking the data from well C01 as the training and test 
data, the first 80% of the training set and the last 20% of 
the test set were taken as the input step size of 2. The 
prediction effect of the single hidden layer neural 
network was first explored, and the number of single 
hidden layer neurons was 
1,2,4,8,16,32,64,128,256,512,1024 were selected as the 
range of parameter variation. Figure 5 shows the 
prediction effect evaluation of the three metrics as the 
number of neurons changes. It can be seen that the 
mean square error and mean absolute error of the 
training set are greater than that of the test set in this 
training. This is due to the high number of shut-ins and 
dramatic production changes in the training set data and 
the smooth and segmented processing of the final data 
used for training. When the number of neurons increases 
from 1 to 32, the coefficient of determination of training 
set and test set increases rapidly, and the mean absolute 
error and mean square error decrease rapidly. After that, 
the change rate of the three parameters is small and 
basically unchanged. When the number of neurons is 32, 
the neural network achieves the best prediction effect, 
and the coefficient of determination is 0.8911. 
Therefore, the number of neurons 32 is selected as the 
optimal number of single hidden layer neural networks. 
As can be seen from Figure 5, the prediction effect when 
the number of neurons is 32 is basically the same as that 
when the number of neurons is 64 and 128. 



7 

 

Fig.5 The coefficient of determination varies with 
the number of neurons 

4.1.3 Optimization of the number of LSTM neurons in 
double hidden layers 

Figure 6 shows the evaluation diagram of the 
number of neurons in two hidden layers of the double 
hidden layer neural network and the prediction results of 
the model. The evaluation index is the determination 
coefficient of the prediction results, which is similar to 
the change characteristics of the prediction of the single 
hidden layer neural network. When the number of 
neurons is between 1 and 32, the determination 
coefficient changes faster. When it is greater than 32, the 
rate of change is small and almost unchanged. When the 
number of neurons in the first hidden layer is 64 and the 
number of neurons in the second hidden layer is 32, the 
coefficient of determination is the largest, which is 
0.8968. The optimal value of the determination 
coefficient of the double hidden layer is 0.8968, which is 
not much different from the optimal value of the single 
hidden layer 0.8911. Considering the difference in 
calculation amount, the single hidden layer neural 
network is preferred. 

 

Fig. 6 Influence of the number of neurons in the 
double-hidden layer neural network on the prediction 

effect 

4.2 Recursive multi-step forecast method for daily 
production of oil Wells 

The data of multiple oil Wells in platform C were 
collected and the model parameters were optimized. 

The optimal neural network architecture is adopted. Due 
to the complexity of the field working conditions and the 
difficulty of quantification, this prediction method only 
predicts the working condition invariant segment 
between each two working conditions, and the 
production dynamics should be approximately similar to 
the constant liquid production, and the influence of 
human operation factors is not within the prediction 
range. The error of recursive multi-step prediction 
method will increase gradually with the progress of 
prediction. 

Recursive multi-step prediction needs to output 
three parameters (daily oil production, water content 
and time), and the output result of the neural network is 
two (daily oil production and water content), and the 
time is updated by adding one day each time to achieve 
three-variable recursive multi-step prediction. 

 

Fig. 7 LSTM recursive multi-step prediction diagram 

Input step size from 2 to 16 is selected for input step 
size optimization, and the data test set still accounts for 
20%. The prediction results of the next ten days after the 
training set are used for evaluation. As shown in Figure 
8 ,when the input step is longer than 9, the fluctuation 
increases and then decreases. When the input step is 9, 
the error is the smallest, the average absolute error is 
0.177, and the mean square error is 0.0374, which is the 
optimal input step. 

 

Fig. 8 Variation of long and short-term memory 
neural network error with step size 

4.3 Integrated model of data driven and water drive 
feature  

4.3.1 Integrated method 
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When the pure data-driven model predicts the 
change of water cut, it cannot reflect the rising process 
of water cut in the development process. Therefore, the 
production prediction model constrained by water drive 
characteristics is established, and the model prediction 
results obey the law of water cut rise. Figure 9 shows the 
integration of water drive features and data-driven 
method. 

 

Fig. 9 Data-driven model and water drive 
characteristic curve integrated model prediction method 

Figure 9 shows the schematic diagram of the 
method, which is based on LSTM recursive multi-step 
prediction model and uses water drive characteristic 
curve to calculate water content. LSTM recursive multi-
step prediction is to add the prediction result to the data 
set in the prediction step and then make the next 
prediction. Integrated method prediction steps are as 
follows: 

(1) Organize well data into time series prediction 
format and construct prediction data set; 

(2) Complete model training and test evaluation 
with this data set; 

(3) Based on the well data set and the LSTM model, 
the daily oil production of the next day is obtained. 

(4) Use the obtained daily oil production to calculate 
the water content of the next day through the water 
drive characteristic curve, and the update time is added 
one day forward; 

(5) Add the updated daily oil production, water cut 
and time to the forecast data set, and repeat steps 3 and 
4 to complete the daily oil production of the next day; 

(6) Repeat steps 3, 4 and 5 to complete recursive 
multi-step prediction, which can predict any number of 
days backward. 

4.3.2 Selection of water drive characteristic curve 

The accuracy of different water drive characteristic 
curves was evaluated by comparing the field oil well 
data. Figure 10 shows the fitting effect of different water 
drive characteristic curves, in which the fitting effect of A 
water drive characteristic curve and D water drive 
characteristic curve is better; B water drive characteristic 
curve can be fitted linearly after subsection; C water 
drive characteristic curve does not follow the linear law 
after subsection. Considering that the D-type water drive 
characteristic curve cannot calculate the water yield by 
oil production, the water-drive characteristic curve A is 
chosen as the water-drive characteristic curve integrated 
with data drive. 

  
(a)A water drive characteristic curve (b)Characteristic curve of water 

drive B 

  
(c) C type water drive characteristic 

curve 

(d)D-type water drive 

characteristic curve 

Fig.10 Fitting effect of four kinds of water drive 
characteristic curves 

4.3.3 Integrated model parameter optimization 

Under different input steps, the prediction accuracy 
of the model is different. Evaluate the prediction effect 
under different input steps and select the optimal input 
step. Figure 11 shows the prediction error of the 
integrated model under different input steps. The results 
show that when the input step size is 19, the error is the 
smallest, the average absolute error is 0.1429, and the 
mean square error is 0.0262. Therefore, enter step 19 as 
the final input step. 

 

Fig.11 Integrated model error curve with input step 
size 
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4.4 Evaluation and comparison of model application 
effect 

Taking Wells C02 and C09 as examples, the 
prediction effect of the model was evaluated. By 
comparing the prediction effect of the pure data-driven 
model, the numerical simulation model and the 
Integrated model, the prediction effect of different 
models on the field data was evaluated. Figure 12-15 
shows the prediction effect and prediction error of the 
three models on the two Wells. Figure 12 and Figure 13 
show that the predictive ability of the integrated model 
for the change trend of daily oil production is stronger 
than that of the numerical simulation model and the 
pure data-driven model. Figure 14 and Figure 15 show 
that the integrated model has the smallest prediction 
error, followed by the pure data-driven model, and the 
numerical simulation model has the largest prediction 
error. The overall prediction results show that the 
integrated model can predict oil production more 
accurately, and the prediction accuracy of the data-
driven model can be improved by embedding water drive 
characteristics. 

The integrated model predicts the production of a 
well over the next 30 days, and the forecast results can 
guide the working system of the well, predicting and 
adjusting the irrational production system in advance. 

 

Fig.12 Prediction effect of multiple models in well 
C02 

 

Fig.13 Prediction effect of multiple models in well 
C09 

 

Fig.14 Prediction error of well C02 

 

 

Fig.15 Prediction error of well C09 

5. CONCLUSIONS 
 

(1)LSTM feature number optimization results show 
that for QHD32-6 oilfield, the three features have the 
best prediction effect, so oil production, water cut and 
time are selected as the final features; 

(2) When the input step of pure data-driven LSTM 
model is 9, the prediction error of daily oil production is 
the smallest; When the input step size of integrated 
model is 19, the prediction error is minimum. 

(3)The integrated model improves the 
interpretability and prediction accuracy of the model. 
Compared with the numerical simulation model and the 
pure data-driven model, the integrated model has a 
stronger prediction ability for the change trend of 
production than the numerical simulation model and the 
pure data-driven model. Among the three models, the 
integrated model has the smallest prediction error, 
followed by the pure data-driven model, and the 
numerical simulation model has the largest prediction 
error. 
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